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Abstract—User-contributed comments are increasing 

exponentially on the Social Web, they are found widely in the 

social media sites (internet discussion fora or news providers). 

This paper describes an experiment for topic modeling on users' 

comments in social media. The future application of the method 

is discussed.  

Keywords: topic modeling; users’s comments;  

I.  INTRODUCTION  

Many websites provide commenting facilities for users to 
express their opinions or sentiments with regards to content 
items, such as, videos, news stories, blog posts, etc. Previous 
studies have shown that user comments contain valuable 
information that can provide insight on web documents and 
may be utilized for various tasks [1][2].  

A social knowledge task gathers and records the concerns 
of people and problems following an event. These concerns 
may consist of the general trends or needs of individuals or 
groups participating in video comments or blog articles. This is 
because users’ comments can produce a new consensus among 
users and this consensus has a bearing on users’ thoughts. 
Thanks to text mining techniques, topic trends or users’ needs 
can be analyzed and summarized autonomously.  

Comments have also spams and trolls that pollute the social 
network. They can be a cyberbullying and threat to the real 
society [3].  

This paper describes an experiment on users’s comments 
topic modeling. 

In this paper, we first present the methods used during the 
experiment and the datasets. Next, we detail the experiments 
and discuss the results obtained. Finally, we draw conclusions 
and discuss future work by tackling the spamming and trolling 
problems. 

II. WHAT ARE COMMENTS? 

According to the news on February 5th 2014 on Yahoo most 
popular news, the figure 1 comments example has a headline 
“Cancer rates will surge 57 percent in next 20 years, report 
says.” The report was from the World Health Organization 

(WHO). 

 

Figure 1.  Comments example from Yahoo News  

At the time we took this snapshot, there were 1779 
comments. A comment has three attributes such as the userID, 
the time stamp and the content. The commentator uses his/her 
userID to post a comment but his real identity is not revealed.  

III. APPROACHES 

The data model for the experiments is described as follows: 

Users’ comments or blog posts are designated as document 
collections. The model of the comments (as each comment is a 
specific short document) collection is described below: 
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A natural language processing (NLP) task was processed to 
extract important keywords such as nouns or adjectives from 

the icontent
 
of each ic . A bag-of-word model was constructed 

by attaching a weight to the extracted words. A weight may be 
just the frequency of a term,    results. The content of the 
document is then a set of tuple keywords and weights as 
follows as in information retrieval (IR) techniques: 
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A document collection is therefore a table where rows 
consist of the weights of each keyword in each document and 
columns list the documents. This document list is arranged as 
time-series data so that old posts and comments are the first 
element of the list and the newest comments and posts are the 
last. The document table is formalized as follows: 
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The next section describes the method used for the topic 
modeling. 

IV. TOPIC MODELING 

Topic modeling is a method for analyzing large quantities 
of unlabeled data. A topic is a probability distribution over a 
collection of words. A topic model is a formal statistical 
relationship between a group of observed and latent (unknown) 
random variables that specifies a probabilistic procedure to 
generate the topics.  The central goal of a topic is to provide a 
“thematic summary” of a collection of documents. In other 
words, it answers the question what themes are those 
documents discussing. 

A. Latent Dirichlet Allocation (LDA) basics  

Topic modeling based on Latent Dirichlet Allocation 
(LDA) is a generative model that can be used to identify the 
underlying topics that documents are generated from. The 
document weights come from a Dirichlet distribution (a 
distribution that produces other distributions) and those weights 
are responsible for allocating the words of the document for the 
topics of the collection. The document weights are hidden 
variables, also known as latent variables [4]. 

 

Figure 2.  LDA as a graphical model  

The figure 2 shows a plate notation representing the LDA 
model.  

With plate notation, the dependencies among the many 
variables can be captured concisely. The boxes are “plates” 
representing replicates. The outer plate represents documents, 
while the inner plate represents the repeated choice of topics 
and words within a document. M denotes the number of 
documents, N the number of words in a document. Thus: 

    α is the parameter of the Dirichlet prior on the per-
document topic distributions, 

    β is the parameter of the Dirichlet prior on the per-topic 
word distribution, 

       is the topic distribution for document  , 

      is the word distribution for topic  , 

        is the topic for the  th word in document  , and 

        is the specific word. 

The central inference problem for LDA is determining the 
posterior distribution of the latent variables given the 
document: 
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To solve this equation, Gibbs sampling or other 
approximation is applied. 

B. LDA based Topic Clustering  

The topic modeling is used to extract   topics out of the 
comments collection. That is, we have a set of comment 
“documents”   {         }  and a number of topics  
{          } . Any document    can be viewed by its topic 

distribution. For example, Pr(   ∈   )=0.50 and Pr(   ∈
  )=0.20 and so on. The default topic modeling based on LDA 
is a soft clustering. It can be modified into hard clustering by 
considering each comment as belonging to a single topic 
(cluster)   ,  

              (    )               (      )    (  )  

where   is the number of topics that has the maximum 
likelihood for each comment. Hence, the output of the topic 
modeling LDA based topic clustering approach is an 
assignment from each comment to a cluster [5].  

C. Non-negative Matrix Factorization (NMF) for  topic 

modeling  

Another method used for solving the topic modeling 
problem is the NMF. NMF was developed based on a 
traditional technique called latent semantic indexing (LSI). The 
LSI is a topic modeling which includes negative weights on its 
output. Negative weights on keywords or topics are difficult to 
interpret in comparing to the results of the LDA model where 
weights are probability distribution and all positives. NMF 
takes as input the document table described in the previous 
section and converts it into a sparse matrix. Then, NMF solves 
a matrix decomposition problem given a particular rank value 
corresponding to the number of topics. NMF, as its name 
suggests, imposes non-negativity constraints on every element 
of the resulting matrices so that it can maintain interpretability. 
The output of the NMF program is a list of keywords for each 
topic as in LDA except that weights are not probability 
distribution. The formulation of the NMF method is as follows. 

TABLE I.  NOTATIONS  

Notation Description 

  The number of keywords 

  The number of documents 

  The number of topics 

       A keyword-by-document matrix 

       A keyword-by-topic matrix 

       A topic-by-document matrix 



According to the notations in Table I, given a nonnegative 
matrix       , and an integer       (   ), NMF finds 
a lower-rank approximation given by 

    , 

Where        and       are nonnegative factors. 
NMF is then an optimization problem as to minimize the 
distance between two nonnegative matrices   and   with 
respect to   and  , subject to the constraints       . The 
square of the Euclidian distance between   and    is given 
by 
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We used a toolkit implemented in Python language named 
scikit-learn to solve the optimization problem based on 
projected gradient methods [6]. 

V. EXPERIMENTS  

Our experiments were based two datasets. The first one is a 
video streaming comments dataset. This dataset was obtained 
from previous experiment in [7]. The second one is the Yahoo 
most read and commented news dataset from the paper [8]. 

A. Dataset : Tokyo Electric Power Plant accident interview 

comments  

The first dataset is a collection of users’ comments (see 
example in the figure 3) obtained from NICOVIDEO during 
live press conferences of the Tokyo Electric Power Company 
(TEPCO) between March 15th and March 20th, 2011. On 
average, there were 2400 comments a day and 14450 in total. 
Each comment is limited to 128 Japanese characters. 

 

Figure 3.  Example of comments during the live Video Streaming  

B.  Experimental Result from dataset TEPCO  

In this section, we present the results of our first experiment. 
The topic modeling LDA based topic clustering is implemented 
with the jsLDA (javascript LDA) developed by Dr. David 
Mimno [9]. The dataset is converted to the MALLET format 
and then put to the modeling tool jsLDA. There are 15000 
comments in this experiment during the same period. Results 
of the modeling are described with the figure 4. Figure 4 shows 
the topics and documents interface after 50 iterations. It also 
depicts the topics clusters and topics correlation graphs. 

C. Experimental Result from Yahoo News dataset 

The Yahoo News dataset is an interesting one because it is 
a large corpus of data and all comments were in English and a 
comment can have several sentences. There are 1005 news 
articles and for each article, there are many comments as 
similar in the Figure 1. The data are in HTML files so we 
implemented a preprocessing program based on scrapper 
library in Python to extract only the texts articles and texts 
comments according to the data model in section III. This 

preprocessing is very crucial because all Yahoo News articles 
HTML files don’t have the same format. Some have javascripts 
and advertisement links.  

When the HTML data are processed, user can enter a news 
filename and then compute the topics in the news article and in 
the comments data. In our setting, we extract only 3 topics, 10 
keywords for each topic and limit the maximum keywords to 
10000 in comments corpus. We obtain the result within few 
seconds after the execution. 

 

 

 

Figure 4.  Output of the topic modeling where topics are a set of terms and 

their correlation graphs according to a correlation threshold  

 

 

 

 



VI. CONCLUSION AND FUTURE WORK  

We conducted experiments for modeling topics on users’s 
comments. Next step is to extend the topic modeling by 
including the hierarchy and time series in the LDA or using 
NMF to detect keywords unrelated to the news article.  

The ultimate goal of this research is to find some methods 
to analyze user comments and, like humans do, identify spams 
and/or trolls within those comments in order to ignore them or 
process them. Methods such as Bayesian network classifier and 
Support Vector Machine are already used for spam detection in 
e-mails [3][10][11] but they are not yet adapted to the users’ 
comments. When topics on comments are defined, it may be 
possible to define an approach for off-topic detection. The 
existing approach is done manually by allowing users to 
evaluate comments and ranking them to obtain the most 
relevant and disregard the least popular ones. 
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