
Intelligent System Development (知能システム開発特論) 

Syllabus 

 

Offering: Fall 2020 

 

Course Information 

Credit Hours: 1.5hours/week 

Semester: Fall 2020 

Meeting time and location: Tuesday 10:30, Online Meet 

Course website: http://p-www.iwate-pu.ac.jp/~david/ids 

 

Course Description 

Data Science is the study of the generalizable extraction of knowledge from data. Being 

a data scientist requires an integrated skill set spanning mathematics, statistics, 

machine learning, databases and other branches of computer science along with a good 

understanding of the craft of problem formulation to engineer effective solutions. This 

lecture series will introduce students to this rapidly growing field and equip them with 

some of its basic principles and tools as well as its general mindset. 

Students will learn concepts, techniques and tools they need to deal with various facets 

of data science practice, including data collection and integration, exploratory data 

analysis, predictive modeling, descriptive modeling, data product creation, evaluation, 

and effective communication. 

 

Learning Outcomes 

 At the end of the 7 lectures and practices, students should be able to: 

- Describe what Data Science is  

- Explain in basic terms what Statistical modeling means. Identify probability 

distributions, fit a model to a data. 

- Use Python/R to carry out basic statistical modeling and analysis 

- Explain the significance of exploratory data analysis (EDA) in data science.  

- Apply EDA and the Data science process in a case study. 

- Apply basic machine learning algorithms 

- Identify feature generation 

- Identify and explain fundamental mathematical and algorithmic ingredients for 

data mining 

Grading 

http://p-www.iwate-pu.ac.jp/~david/ids


- Class participation (30%) 

- Assignment (30%) 

- Presentation (40%) 

 

Topics and course outline: 

1. Introduction: What is Data Science? 

2. Understanding a problem 

3. Modeling and Data Visualization 

4. Feature Generation and Feature Selection 

5. Exploratory Data Analysis and the Data Science Process 

6. Basic Machine Learning Algorithms 

7. Text Summarization/ Text mining/ Topic Modeling with Language Model (n-grams, 

word2vec, neural networks, LDA)  

 

Preparation: 

RStudio, R programming or Anaconda Python programming 

Natural Language Processing, Image Processing, Tabular Processing 

Kaggle Datasets  

Books: 

 Data Science from Scratch (Joel Grus) 

ゼロからはじめるデータサイエンス ―Pythonで学ぶ基本と実践 (Joel Grus (著), 菊

池 彰 (翻訳)) 

 Rによるデータサイエンス（金 明哲） 

 有賀 友紀; 大橋 俊介 (2019-03-26). R と Python で学ぶ［実践的］データサイ

エンス＆機械学習 (Kindle の位置No.522-523). 株式会社技術評論社 

 

 

 

 

 

 

 

 

 

 

 



 

DATA SCIENCE, DATA ENGINEERING AND MACHINE LEARNING SCIENTIST  

Follows the scientific method:  

 Observation. Gathering of data and facts or prior knowledge 

 Question: determining a good question can be very difficult and it will affect 

the outcome of the investigation 

 Hypothesis: a scientific hypothesis must be falsifiable(反証可能性), meaning 

that one can identify a possible outcome of an experiment that conflicts with 

predictions deduced from the hypothesis; otherwise, it cannot be meaningfully 

tested 

 Experiment: Modeling, Prediction and Testing  

 Results: Comparison, Analysis   

 Conclusion: future inquiries, summary 

 

 

 

 

 

 

 

 

 

 



Data Science Life Cycle 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



https://www.kaggle.com/startupsci/titanic-data-science-solutions/notebook 

 

https://www.kaggle.com/startupsci/titanic-data-science-solutions/data 

 

Titanic: Machine Learning from Disaster 

Start here! Predict survival on the Titanic and get familiar with ML basics 

 

About this Competition 

Overview 

The data has been split into two groups: 

 training set (train.csv) 

 test set (test.csv) 

The training set should be used to build your machine learning models. For the 

training set, we provide the outcome (also known as the “ground truth”) for each 

passenger. Your model will be based on “features” like passengers’ gender and 

class. You can also use feature engineering to create new features. 

The test set should be used to see how well your model performs on unseen data. 

For the test set, we do not provide the ground truth for each passenger. It is your 

job to predict these outcomes. For each passenger in the test set, use the model 

you trained to predict whether or not they survived the sinking of the Titanic. 

We also include gender_submission.csv, a set of predictions that assume all and only 

female passengers survive, as an example of what a submission file should look like. 

Data Dictionary 

VariableDefinitionKey survival Survival 0 = No, 1 = Yes pclass Ticket class 1 = 1st, 2 

= 2nd, 3 = 3rd sex Sex Age Age in years sibsp # of siblings / spouses aboard the 

Titanic parch # of parents / children aboard the Titanic ticket Ticket number fare 

Passenger fare cabin Cabin number embarked Port of Embarkation C = Cherbourg, Q 

= Queenstown, S = Southampton  

Variable Notes 

https://www.kaggle.com/startupsci/titanic-data-science-solutions/notebook
https://www.kaggle.com/startupsci/titanic-data-science-solutions/data
https://www.kaggle.com/c/titanic


pclass: A proxy for socio-economic status (SES) 

1st = Upper 

2nd = Middle 

3rd = Lower 

 

age: Age is fractional if less than 1. If the age is estimated, is it in the form of xx.5 

 

sibsp: The dataset defines family relations in this way... 

Sibling = brother, sister, stepbrother, stepsister 

Spouse = husband, wife (mistresses and fiancés were ignored) 

 

parch: The dataset defines family relations in this way... 

Parent = mother, father 

Child = daughter, son, stepdaughter, stepson 

Some children travelled only with a nanny, therefore parch=0 for them. 

 


